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Abstract
In the current European debate on the regulation of Artificial Intelligence there is a consensus that Artificial Intelligence (AI) 
systems should be fair. However, the multitude of existing indicators allowing an AI system to be labeled as “(un)fair” and 
the lack of standardized, application field specific criteria to choose among the various fairness-evaluation methods makes it 
difficult for potential auditors to arrive at a final, consistent judgment. Focusing on a concrete use case in the application field 
of finance, the main goal of this paper is to define standardizable minimal ethical requirements for AI fairness-evaluation. For 
the applied case of creditworthiness assessment for small personal loans, we highlighted specific distributive and procedural 
fairness issues inherent either to the computing process or to the system’s use in a real-world scenario: (1) the unjustified 
unequal distribution of predictive outcome; (2) the perpetuation of existing bias and discrimination practices; (3) the lack 
of transparency concerning the processed data and of an explanation of the algorithmic outcome for credit applicants. We 
addressed these issues proposing minimal ethical requirements for this specific application field: (1) regularly checking 
algorithmic outcome through the conditional demographic parity metric; (2) excluding from the group of processed param-
eters those that could lead to discriminatory outcome; (3) guaranteeing transparency about the processed data, in addition 
to counterfactual explainability of algorithmic decisions. Defining these minimal ethical requirements represents the main 
contribution of this paper and a starting point toward standards specifically addressing fairness issues in AI systems for 
creditworthiness assessments aiming at preventing unfair algorithmic outcomes, in addition to unfair practices related to the 
use of these systems. As a final result, we indicate the next steps that can be taken to begin the standardization of the three 
use case-specific fairness requirements we propose.
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1  Introduction

In the current European debate on the regulation of Artificial 
Intelligence there is a consensus that Artificial Intelligence 
(AI) systems should be developed in a human centered way 
and should be “trustworthy” [23, 24, 31, 99]. According to 
these documents, one value that constitutes “trustworthi-
ness” is fairness. Many current publications on AI fairness 
predominantly focus on avoiding or fixing algorithmic dis-
crimination of groups or individuals and on data-de-bias-
ing, offering different metrics as tools to evaluate whether 
groups or individuals are treated differently [8, 71, 96]. 
Moreover, the International Standardization Organization 
(ISO)/International Electrotechnical Commission (IEC) 
TR 24028:2020, Information technology—Artificial Intelli-
gence—Overview of trustworthiness in Artificial Intelligence 
lists fairness as an essential part for ensuring trustworthiness 
in AI (ISO/IEC 2020). However, the multitude of existing 
indicators allowing the labeling of an AI system as “(un)
fair” and the lack of standardized, application field specific 
criteria to choose among the various fairness-evaluation 
methods makes it difficult for potential auditors to arrive 
at a final, consistent judgment [24, 96, 98]. The increasing 
need for standardized methods to assess the potential risks of 
AI systems is also highlighted by the draft for an “Artificial 
Intelligence Act” suggested by the European Commission in 
April 2021, which, in accordance with the so-called “New 
Legislative Framework,” ascribes a major role to “Stand-
ards, conformity assessment, certificates [and] registration” 
(Chapter 5).

Focusing on a concrete use case in the application field of 
finance, the main goal of this paper is to define standardiz-
able minimal ethical requirements for AI fairness evaluation. 
In Sect. 2, we explore different understandings of fairness 
from three perspectives and address the different vantage 
points of many stakeholders involved in the development, 
commercialization, and use of AI systems. In Sect. 3, we 
discuss the example of a risk scoring machine learning 
(ML) model for small personal loans. As a main contribu-
tion of the paper, we suggest ethical minimal requirements 
that should be complied with when evaluating fairness and 
highlight a preferred fairness metric for fairness-evaluation 
purposes in this specific application field. In Sect. 4, we 
investigate how to translate our research findings into stand-
ardization criteria to be used when assessing ML credit scor-
ing systems for small personal loans.

2 � Defining fairness

2.1 � AI ethics

In the current AI ethics discussions, fairness is generally 
framed in accounts of distributive justice and is broadly 
referred to as unbiased distribution of access to services 
and goods—e.g., access to treatments in healthcare [39, 81] 
or access to credit [65]—and as absence of discrimination, 
understood as unjustified unequal treatment of groups or 
individuals [72, 76].1

Concerning distributive justice and non-discrimination 
as equal treatment, one of the primary contemporary phil-
osophical references is the Rawlsian idea of equality of 
opportunities. This idea requires that citizens having the 
same talents and being equally motivated should receive 
the same educational and economic opportunities regard-
less of their wealth or social status [83] (p. 44). Since in the 
social praxis basic rights and liberties are neither accessible 
nor enjoyable in the same way for different citizens, soci-
ety should take adequate measures in order for all citizens 
to enjoy their rights and liberties. Rawls develops on this 
intuition stating that “the worth of liberty to persons and 
groups depends upon their capacity to advance their ends 
within the framework the system defines. […] Some have 
greater authority and wealth, and therefore greater means to 
achieve their aims” [82] (p. 179). Consequently, to avoid the 
exaggeration of the unequal enjoyment of basic rights and 
liberties, a fair society must enact compensation mechanisms 
to maximize their worth to the least advantaged [82] (ibid). 
It is essential to avoid the development of vicious circles of 
(un)privilege-polarization in society due to the moral harm 
they produce. Therefore, removing the opportunities of the 
less privileged to truly benefit from their rights and liberties 
results in a harmful form of negative discrimination that 
amplifies economic inequalities and undermines the chances 
for the less advantaged to live an autonomous life and set 
self-determined goals. This is a form of disrespect toward 
their personhood [29, 68] and can amplify social resentment.

The philosophical debate about Rawls’ theory and other 
forms of “egalitarianism” could help clarify current emerg-
ing issues concerning algorithmic fairness [11]. Egalitari-
anism in this sense means that “human beings are in some 
fundamental sense equal and that efforts should be made to 
avoid and correct certain forms of inequality” [11] (p. 2). 
Many approaches try to determine the kind of equality that 

1  Noble highlights intersectional questions of fairness underlining the 
adverse effects that “algorithms of oppression” have on black women. 
In general, feminist scholars have stressed that unfairness and injus-
tices usually go hand in hand with domination and oppression [75, 
75].
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should be sought and which inequalities should be avoided 
in civil society to uphold the fundamental equality of human 
beings: among others, equality of preference-satisfaction 
[19], equality of welfare, income, and assets [28], and the 
equality of capabilities to achieve their goals [87]. However, 
regarding the application of these views on algorithmic deci-
sions, defending an equal opportunity approach rather than 
an equal outcome is not always the most effective solution. 
If, for candidate selection or calculation of insurance, focus-
ing on equal opportunity might lead to increase “economic 
justice,” in other contexts, such as during airport security 
checks, equality of outcome in the form of “parity of impact” 
could help establish a sense of social solidarity avoiding 
the over-examination of certain groups [11] (p. 7). Thus, 
the choice of a specific approach to evaluate (in)equality 
depends on the specific application context. As Balayn and 
Gürses claim, the regulation of AI must go “beyond de-
biasing” [6]. Mere data-based or outcome-based solutions 
trying to solve local distributive issues of a system, such as 
trying to solve a racial bias in image recognition software 
by enlarging the data basis with pictures from people of all 
ethnic backgrounds, are not sufficient alone to address struc-
tural inequality issues at the root [60].2 If decision-making 
processes that influence people’s access to opportunities are 
biased, the intersection between algorithmic fairness and 
structural (in)justice requires investigation [51].

In addition, other fairness issues that are indirectly related 
with the algorithmic outcome, but rather with the entire 
system design and application processes, as well as with 
their consequences for society, can occur. These aspects of 
fairness also overlap with other human rights and societal 
values. For instance, a structural fairness issue of many ML 
systems is the phenomenon of “digital labor” [33], referring 
(among other things) to the precarious work conditions and 
the very low pay of many click workers generating train-
ing data for ML systems. In addition, the commodification 
of privacy related with the use of many digital services 
raises fairness issues since users are often kept unaware of 
the exact use of their data, and they are not always in the 
position to defend their right to privacy [74, 91, 95]—being 
so a disadvantaged stakeholder compared with the service 
providers. Finally, addressing the sustainability concerns 
that emerged during the so-called “third wave” of AI ethics, 
global and intergenerational justice can be highlighted as 
fairness issues [37, 93]. Considering intergenerational jus-
tice means to add a temporal, anticipatory dimension to our 
understanding of fairness and extend the claim for the equity 
of human living conditions—as, for instance, expressed in 

the UN’s Sustainable Development Goals (SDG)—also to 
the future and not only limiting it to present generations. In 
the practice, fairness toward future generations means act-
ing sustainably.

These considerations lead us to the following prelimi-
nary understanding of fairness in the context of an AI ethics 
assessment. First, focusing on the unbiased distribution of 
access to services and goods and on the absence of discrimi-
nation of groups or individuals, fairness means the equal 
treatment of people regardless of their sex, race, color, 
ethnic or social origin, genetic features, language, religion 
or belief, political or any other opinion, membership of a 
national minority, property, birth, disability, age or sexual 
orientation,3 when it comes to granting or denying access 
to products, services, benefits, professional or educational 
opportunities, and medical treatments based on an auto-
mated evaluation and classification of individual or groups. 
In addition, a fair system should not involve work exploita-
tion or the violation of human rights of any of the involved 
stakeholders during its life cycle. Moreover, the real-world 
application of the system should not create or amplify power 
unbalances between stakeholders, nor place specific stake-
holders’ groups in a disadvantaged position.

2.2 � Data science

Fairness is discussed in the context of data and data-driven 
systems whose inherent patterns or statistical biases4 can be 
interpreted as “unfair.” Here, it is important to emphasize 
that the evaluation of whether certain patterns are “fair” or 
“unfair” transcends the specific expertise of data scientists 
and requires further legal, philosophical, political, and socio-
economic considerations. What is being explored in data 
science under the term “fairness” are quantitative concepts 
to identify patterns or biases in data, in addition to technical 
methods to mitigate them.

Data analysis and data-based modeling of real-world 
relationships have progressed in recent years especially 
through Machine Learning (ML). ML is a subdiscipline of 
AI research in which statistical models are fitted to so-called 
training data, recognize patterns and correlations in this 
data, and generate predictions for new (input) data on this 
basis. ML methods have become a particular focus of fair-
ness research, as they provide everyday applications using 
personal data, e.g., employment decisions, credit scoring, 

2  In addition, this cannot be the solution to this problem because it 
would feed even more data into the systems of the service providers 
and would therefore support their data hunger and business logic.

3  These are the protected attributes listed in Article 21 (Non-discrim-
ination) of the EU Charter of Fundamental Rights.
4  While the term bias is often connoted negatively in other disci-
plines (with discriminatory effects, etc.), in this context (computer 
science) it merely means a statistical deviation from the standard [41] 
[7]. Whether this constitutes a case of discrimination is another ques-
tion.
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and facial recognition [71]. Furthermore, they pose the chal-
lenge that bias within the training data might lead to biased 
model results.

2.2.1 � Short introduction to machine learning

ML-based applications have enabled technological progress 
which can particularly be attributed to the fact that their 
functionality is based on learning patterns from data. By this 
means, ML methods provide approaches to solving tasks that 
could not be effectively addressed by “traditional” software 
fully specified by human rules. In particular, deep neural net-
works, a type of ML method involving vast amounts of data, 
have significantly advanced areas, such as image [26] and 
speech recognition [13], in addition to predicting complex 
issues, for instance medical diagnostics [102] and predictive 
maintenance [17].

ML methods are designed to learn from data to improve 
performance on a given task [41]. A task can be viewed as 
finding a mapping that, for an input x, assigns an output y 
which is useful for a defined purpose. One ML task that is 
particularly relevant for fairness is classification. The pur-
pose of classification is to identify to which of a set of cat-
egories a given input belongs, for instance, whether a person 
is creditworthy or not. ML is about finding such a model 
f that solves a task effectively by y = f(x). To achieve this, 
a learning algorithm adjusts parameters within the model. 
The fitness of the model for the given task can be evaluated 
using quantitative measures. Such quantitative indicators of 
model or data properties are generally referred to as “met-
rics.” For example, a typical performance metric for clas-
sification tasks is precision, which measures the proportion 
to which the classification to a certain category by the model 
was correct.

The data which ML methods use to build a model, called 
“training data,” is a collection of input examples5 that the 
model is expected to handle as part of the task. A single 
example in the data is called a datapoint. For classification 
tasks, a datapoint in the training data of a ML model con-
tains, in addition to the example x, a “ground-truth” label 
that specifies how the ML model should process the respec-
tive input x. Following on the example of creditworthiness 
classification, the training data for a ML model addressing 
this task may be drawn from previous credit applications, 
and the individual datapoints could include features, such 
as income, age, or category of work activity (e.g., self-
employed, employed). Moreover, each datapoint should 
also contain a ground-truth label that could be derived 

from manual processes or, if possible, from the observation 
whether in the given examples the loans were repaid in full.

When building a ML model, the training data is used to 
adjust the internal model parameters which determine the 
mapping through f. For instance, in a neural network, the 
weights assigned to the network’s edges are adjusted by the 
learning algorithm during model building, a phase which is 
also called “training.” Overall, ML is an optimization pro-
cedure that finds internal model parameters such that they 
optimize a defined performance metric on a training dataset. 
In this case, the performance metric specified as optimiza-
tion objective is referred to as “loss function.” For example, 
in a classification task, a quantitative measure of the distance 
between ground-truth and model output could be used as a 
loss function. Consequently, such a model would be gener-
ated in training, which optimally approximates the relation-
ships between x and y provided in the training data.

Underlying the ML approach of fitting a model to train-
ing data is the idea that the model infers patterns which 
help produce valuable outputs when applied to new data. 
The term “generalizability” is used to describe the aim that 
the model performs well on data not seen during training. 
Thus, for model evaluation, an additional test dataset differ-
ent from the training data is used. Given training and test 
data, according to Goodfellow et al. model quality is indi-
cated by two quantities: (i) the training error measured by 
the loss function, and (ii) the difference between training and 
test error [41]. A model with a large training error is called 
“underfitting," while one with a low training error but large 
difference between training and test error is "overfitting" the 
training data.

2.2.2 � Meaning and challenges of “fairness”

Data has a crucial impact on the quality of a ML model. In 
computer science, data quality has already been researched 
for “classical” information systems, where it is considered 
especially regarding large amounts of stored operational and 
warehousing data, e.g., a company’s client database. Numer-
ous criteria for data quality have been proposed, which can 
be mapped within four dimensions: “completeness, unambi-
guity, meaningfulness, and correctness” [100]. Only recently 
has the operationalization of data quality specifically for ML 
been explored [46]. The issue of data completeness, relating 
to the training and test data sufficiently capturing the appli-
cation domain, is particularly relevant in this context. There 
is a high risk that an ML model has low statistical power on 
data either not included or statistically insignificant in its 
training set. To prevent strong declines in a model’s produc-
tive performance, measures are being researched for deal-
ing with missing or underrepresented inputs [46] as well as 
for detecting distribution skews, e.g., between training and 
production data [12].

5  Reinforcement learning methods that learn from interaction with 
systems or humans are not considered in this description.
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In certain tasks and application contexts, individuals are 
affected by the outputs of a ML model. For example, ML 
models are being used to support recruiting processes, deci-
sions on loan approval, and facial recognition [71]. Conse-
quently, it is essential that the model performs equally well 
for all individuals. The research direction in data science 
that addresses related issues from a technical perspective is 
referred to under the term “fairness.” Clearly, the motivation 
for “fairness” in data or ML models does not derive from a 
technical perspective, nor does data science as a scientific 
discipline provide a sufficient basis for evaluating under 
which circumstances these should be classified as “fair.” The 
approaches and methods researched in this area are usually 
neutral, as they can be applied to structurally similar sce-
narios that do not involve individuals.

Regarding model quality, the data are a central object of 
study in fairness from two perspectives. First, aspects of data 
quality should not differ regarding particular groups of peo-
ple. Regarding the dimension of completeness, for instance, 
certain population groups could be underrepresented in the 
training data resulting in a lower performance of the ML 
model with respect to these groups [14]. Another example 
is that the ML model might infer biased patterns from the 
training data if their representativeness is compromised by 
non-random sampling, for example, if predominantly posi-
tive examples are selected from one population group but 
negative examples are selected from another. Second, even 
if data are of high quality from a technical perspective, they 
may (correctly) reflect patterns that one would like to pre-
vent from being reproduced by the ML model trained on 
it. For instance, data might capture systemic bias rooted in 
(institutional) procedures or practices favoring or disadvan-
taging certain social groups [86]. The technical challenge 
that arises here is fitting a model to the training data but 
simultaneously preventing inferring certain undesirable pat-
terns that are present. Overall, proceeding from the variety 
of biases6 identified to date, both measures that “detect” and 
measures that “correct” (potentially unfair) patterns in data-
sets and models are being explored [48] (p. 1175).

2.2.3 � Measures that “detect”

Aiming to “detect,” one research direction is concerned with 
developing technical approaches to disclose and quantify 
biases in the first place. Numerous “fairness metrics” have 

been presented [96], particularly in light of providing statis-
tical evidence for unequal treatment in classification tasks. 
Corresponding to the approach of identifying and compar-
ing groups for identifying bias, so-called “group fairness 
metrics” constitute a large part of the fairness metrics pre-
sented to date. These metrics compare statistical quantities 
regarding groups defined on the basis of certain attributes 
in a dataset (e.g., a group could be defined by means of age, 
gender, or location if these attributes are provided in the 
data). Among the group fairness metrics, one can further 
distinguish between two types: i) metrics which compare the 
distribution of outputs, and ii) metrics which compare the 
correctness of the outputs with respect to different groups. 
An example of the first type is to measure the discrepancy 
to which a certain output is distributed by percentage among 
two different groups. This quantification approach is called 
“statistical parity,” and Sect. 3.3. provides a detailed elabo-
ration. The second type of metrics focus on model quality 
and compare performance-related aspects with respect to 
different groups (e.g., specific error rates or calibration). For 
instance, the metric “equal opportunity” [96] calculates the 
difference between the true-positive rates of a model on the 
respective data subsets representing two different groups. 
Such metrics can highlight model weaknesses by providing 
insight on where the model quality may be inconsistent.

Besides group fairness metrics, further measures have 
been developed to disclose biases. Two examples are “indi-
vidual fairness” [27] and “counterfactual fairness” [63]. 
“Individual fairness” is based on comparing individuals. 
Therefore, a distance metric is defined that quantifies the 
similarity between two datapoints. The underlying idea of 
this approach is that similar model outputs should be gener-
ated for similar individuals. In addition, measurable indica-
tors for an entire data set have been derived using such a 
distance metric, for example, “consistency” [104]. Similarly, 
inequality indices from economics such as the generalized 
entropy index have also been proposed as bias indicators for 
datasets [89], which require a definition of individual prefer-
ences. “Counterfactual fairness” considers individual data-
points, similar to “individual fairness”; however, it examines 
the effect of changing certain attribute values on model out-
puts. This can be used to uncover if the model would have 
generated a different output for an individual if they had a 
different gender, age, or ethnicity, for example. Many of the 
presented bias quantification and detection approaches have 
been implemented in (partially) open-source packages and 
tools [3, 9, 40] and are likewise applicable to input–output-
mappings not based on ML.

Different fairness metrics might pursue different target 
states, e.g., balanced output rates between groups (statisti-
cal parity) versus balanced error rates (equal opportunity). 
Therefore, they also differ greatly in their potential conflict 
with other performance goals. For instance, consider a 

6  A variety of bias causes and types has been explored that cannot 
be fully mapped here. For a categorization, in line with the two view-
points described, into computational as well as human and systemic 
bias, we refer to Schwartz et al. [86]. For a categorization of biases 
along the feedback cycle of data, algorithm and user interaction, see 
[71], and for a mapping of biases to the life cycle of AI applications, 
see [90].
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dataset in which Group A contains 30% positive ground-
truth labels and Group B contains 60%. If the model is to 
reach a low value for a fairness metric that measures the dis-
crepancy in the distribution of positive labels across groups, 
its outputs must deviate from ground-truth. In addition to 
sacrificing accuracy, this could also result in unbalanced 
error rates. Thus, depending on the nature of the data, fair-
ness metrics may be mutually exclusive [7].

2.2.4 � Measures that “correct”

Another direction of research is striving to develop tech-
nical measures which can “correct” or mitigate detected 
bias. To this end, approaches along the different develop-
ment stages of ML models are being explored [35]. The 
underlying technical issue, especially when facing systemic 
or historical bias, is to train a model by inferring correlations 
in data that performs well on a given task—but simultane-
ously preventing learning of certain undesirable patterns 
that are present in the data. An important starting point for 
addressing this apparent contradiction is the data itself. A 
basal pre-processing method that has been proposed is “Fair-
ness through Unawareness,” meaning that those (protected) 
attributes are removed from the data set for which correla-
tion with model output values is to be avoided [63], or whose 
inclusion could be perceived as “procedurally unfair” [44]. 
However, this method alone is not recognized as sufficiently 
effective as correlated “proxies” might still be contained in 
the data [61], and many mitigation methods actively incor-
porate the protected attributes to factor out bias [63]. Fur-
ther examples of pre-processing methods range from tar-
geted reweighing, duplication, or deletion of datapoints to 
modifying the ground-truth [57] or creating an entirely new 
(synthetic) data representation [104]. The latter are usually 
based on an optimization in which the original datapoints are 
represented as a debiased combination of prototypes. While 
these methods primarily aim at equalizing ground-truth val-
ues among different groups, some optimization approaches 
for generating data representations also include aspects of 
individual fairness [64]. Furthermore, to mitigate representa-
tion or sampling bias, over-sampling measures to counteract 
class imbalance [16] are being researched [15]. In addition 
to algorithmic methods, documentation guidelines have been 
developed to support adherence to good standards, e.g., in 
data selection [36].

While the data centrally influences the model results 
and pre-processing methods offer the advantage that they 
can typically be selected independently of the model to 
be trained, research is also being conducted on so-called 
in- and post-processing measures. In-processing measures 
are those that intervene in modeling. This can be realized, 
for example, by supplementing the loss function with a 
regularization term that reduces the correlation between 

model output and certain attributes [59], or using optimiza-
tion constraints to align certain error rates among different 
groups [103]. Another in-processing approach, which affects 
the entire model architecture, is to include an adversarial 
network in the training that attempts to draw an inference 
about protected attributes from the model outputs [105]. The 
model and its adversary are trained simultaneously, where 
the optimization goal of the original model is to keep the 
performance of the adversary as low as possible. In contrast, 
post-processing refers to those measures that are applied to 
fully trained models. For example, corresponding methods 
comprise calibration of outputs [78] and targeted threshold 
setting (with thresholds per group, if applicable) to equalize 
error rates [49]. Many of the in- and post-processing meas-
ures are researched primarily for classification tasks, and 
the methods developed are typically tailored to one type of 
model for technical reasons.

2.2.5 � Outlook

In the fairness research field, a variety of approaches have 
been developed to better understand and control bias. 
Beyond these achievements, still, open research questions 
remain unaddressed from a technical and interdisciplinary 
perspective. Regarding the first, many metrics, in addition 
to the methods that work toward their fulfillment, are appli-
cable to specific tasks only and impose strong assumptions. 
Here, one challenge is to adapt specific measures from one 
use case to another. Regarding the latter, a central issue is 
that different fairness metrics pursue different target states 
for an ML model (see “Measures to detect”), therefore a 
choice must be made when assessing fairness in practice. 
Furthermore, the concrete configuration of specific metrics, 
for example, how a meaningful similarity metric for assess-
ing “individual fairness” should be defined, remains unre-
solved. The question of which fairness metrics and meas-
ures are desirable or useful in practice must be addressed in 
interdisciplinary discussion. A concrete example is provided 
in Sect. 3.3.

2.3 � Management science

Management literature [4, 21, 38, 77, 88] divides fairness 
into four types: distributive, procedural, interpersonal, and 
informational fairness.

Distributive fairness refers to the evaluation of the out-
come of an allocation decision [34]. Equity is inherent to 
distributive fairness [79]. Hence, to achieve distributive 
fairness, participants must be convinced that the expected 
value created by the organization is proportionate to their 
contributions [4]. Procedural fairness refers to the process 
of decision right allocation (i.e., how do the parties arrive at 
a decision outcome? [62]). To achieve procedural fairness, 
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a fair assignment of decision rights is required [4, 70]. The 
decision rights must ensure fair procedures and processes for 
future decisions that influence value creation [4, 70].

Interpersonal and informational fairness refer to interac-
tional justice, which is defined by the interpersonal treat-
ment that people experience in decision-making processes 
[10]. Interpersonal fairness reflects the degree of respect 
and integrity shown by authority figures in the execution of 
processes. Informational fairness is specified by the level of 
truthfulness and justification during the processes [20, 43].

To ensure a differentiated assessment of AI systems from 
a socioeconomic perspective, these four dimensions should 
be included in the evaluation of fairness. In particular, pro-
cedural and distributive fairness should be emphasized, as 
the credit scoring assessment concentrates primarily on the 
credit-granting decision process. Table 1 provides an over-
view of fairness measurement scales in management science 
based on Colquitt and Rodell’s [22] and Poppo and Zhou’s 
[79] work.

Within the data science perspective, inequality indices 
such as the generalized entropy (GE) index or the Gini 
coefficient are widely accepted [25]. Both measures aim to 
evaluate income inequality from an economic perspective. 
However, they differ in their meaning, with the GE index 
providing more detailed insights by collecting information 
on the impact of inequality across different income spec-
trums. The GE index is also used in an interdisciplinary 
context. For example, in computer science, it is used to 
measure redundancy in data, which is used to assess the 
disparity within the data. In addition to the economic level, 
approaches to fairness measurement also exist at the corpo-
rate level.

However, the operationalizability of the fairness types 
described, especially procedural and distributive fairness, 
remains unclear. This paper aims to address this issue. 
A typical instrument in management practice is price 

discrimination, aiming to exploit the market potential. 
Banks’ business model is to spread risks and price risks 
according to their default risk in order to achieve the best 
possible return on investment. For example, banks price 
the default risk of loans variously and derive differentiated 
prices. Here, procedural fairness is crucial in the overall 
fairness assessment, since procedurally unfair price settings 
lead to higher overall price unfairness [32]. Ferguson, Ellen, 
and Bearden highlight that random pricing is assessed to 
be more unfair than possible cost-plus pricing (price is the 
sum of product costs and a profit margin) within the proce-
dural fairness assessment [32]. Furthermore, they provide 
evidence that procedural and distributive fairness positively 
interact and thus, if implemented accordingly, can maximize 
the overall fairness. As described in Table 1, the presented 
six procedural components and three distributional compo-
nents should be considered in the pricing process to achieve 
strong overall fairness. From an organizational perspective, 
financial institutions should ensure that their credit ratings 
are neutral and unbiased based on accurate information 
[30]. Regarding erroneous data, customers should be able 
to review and correct the data if necessary. Pricing should 
be consistent to avoid the impression of random pricing. 
Therefore, people with the same attribute characteristics 
should always receive the exact credit pricing. Furthermore, 
the possible use of algorithms should not disadvantage cer-
tain marginalized groups. Moreover, to maximize the overall 
fairness, banks should include the distributive components 
in their fairness assessment. Haws and Bearden emphasize 
that customers assess high prices with unfairness and vice 
versa [50]. Thus, Ferguson, Ellen, and Bearden argue that 
distributional fairness is given when customers receive an 
advantageous price [32]. Consequently, when pricing loans, 
banks should always adhere to market conditions to achieve 
a maximum overall fairness.

Table 1   Procedural and 
distributive fairness 
measurement scales [22, 79]

Fairness Type Components Description

Procedural (Rules 
taken from [67, 92])

Process Control Procedures provide opportunities for voice

Decision Control Procedures provide influence over outcomes
Consistency Procedures are consistent across persons and time
Bias Suppression Procedures are neutral and unbiased
Accuracy Procedures are based on accurate information
Correctability Procedures offer opportunities for appeals of outcomes
Representativeness Procedures consider concerns of subgroups
Ethicality Procedures uphold standards of morality

Distributive (Rules 
taken from [1, 66])

Equity Outcomes are allocated according to contributions

Equality Outcomes are allocated equally
Need Outcomes are allocated according to need
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2.4 � Summary

Fairness can be generally considered as the absence of 
unjustified unequal treatment. This broad understanding 
takes on different specific connotations that require consid-
eration when evaluating AI systems. In our interdisciplinary 
overview, two main aspects of fairness were highlighted. 
Distributive fairness is one of these. It concerns how auto-
mated predictions impacting the access of individuals to 
products, services, benefits, and other opportunities are allo-
cated. This algorithmic outcome can be analyzed through 
statistical tools to detect an eventual unequal distribution of 
certain predictions and to assess whether this is justified by 
the individual features of group members, or whether this is 
due to biases or other factors. Considering procedural fair-
ness is also fundamental for the evaluation of AI systems. 
Therefore, it should be considered how a decision is reached 
for different stakeholders’ groups and how members of these 
groups are treated in the different stages of the product life 
cycle.

3 � Evaluating fairness

3.1 � The use case: creditworthiness assessment 
scoring for small personal loans

Based on the empirical evidence of perpetuation of preex-
isting discriminatory bias and of the discrimination risks 
for specific demographic groups, recent literature on credit 
scoring algorithms investigated gender-related [96] and 
race-related [65] fairness issues of ML systems, looking for 
suitable tools to detect and correct discriminatory biases 
and unfair prediction outcomes. Here we consider the case 
of small personal loans. These are small volume credits to 
finance, for instance, the purchase of a vehicle or pieces of 
furniture, or to cover the costs of expenses such a wedding 
or a holiday. They typically range from 1.000 EUR to 80.000 
EUR—in some cases they can be up to 100.000€,7 which 

are granted without a comprehensive check-up by the credit 
institute.

During the credit application process, as a preliminary 
step, a bank requests customer information, such as address, 
income, employment status, and living situation, which it 
feeds into its own (simple) credit scoring algorithm.8 As 
opposed to the application process for higher volume credits, 
extensive information on the overall assets and wealth of 
the applicant is not required. Regarding particularly small 
lending, account statements might not even be necessary.9 
In some cases, the authorization to conduct a solvency check 
through a credit check agency might be requested. If so, 
the credit check agency will process additional informa-
tion concerning, among other things, the credit history of 
the applicant and other personal information to produce a 
credit rating.10 Finally, based on the creditworthiness assess-
ment, a bank clerk decides whether the small personal loan 
is granted. In some instances, the rates might be raised in 
order to compensate the credit institutes for the potential 
illiquidity of individual customers.11

In the European framework, guidelines to improve institu-
tions’ practices in relation to the use of automated models 
for credit-granting purposes have been produced [2, 5, 30]. 
In the report Guidelines on loan origination and monitor-
ing, the European Banking Authority (EBA) recommends 
that credit institutions should “understand the quality of data 
and inputs to the model and detect and prevent bias in the 
credit decision-making process, ensuring that appropriate 

7  Different banks set different limits to the maximum amount of a 
small personal loan. For the purpose of this paper, we considered the 
five German top banks for number of customers (https://​www.​mobil​
ebank​ing.​de/​magaz​in/​banken-​ranki​ng-​die-​groes​sten-​banken-​deuts​
chlan​ds.​html) and found the following ranges: Sparkasse, 1.000–
80.000 EUR (https://​www.​skpk.​de/​kredit/​priva​tkred​it.​html); Volks-
bank, 1.000–50.000 EUR (https://​www.​vr.​de/​priva​tkund​en/​unsere-​
produ​kte/​kredi​te/​priva​tkred​it.​html); ING, 5.000–75.000 EUR (https://​
www.​ing.​de/​kredit/​raten​kredit/); Postbank 3.000–100.000 EUR 
(https://​www.​postb​ank.​de/​priva​tkund​en/​produ​kte/​kredi​te/​priva​tkred​it-​
direkt.​html); Deutsche Bank 1.000–80.000 EUR (https://​www.​deuts​
che-​bank.​de/​opra4x/​public/​pfb/​priva​tkred​it/#/​page-2-0). Using online 
platforms to compare different lenders such as check24 (https://​www.​
check​24.​de/) or verivox (https://​www.​veriv​ox.​de/​kredit/​klein​kredit/), 
we found out that no credit lenders in Germany offers more than 
100.000 EUR.

8  In the report Guidelines on loan origination and monitoring, the 
European Banking Authority lists a set of customer information that 
are admissible and, where applicable, recommended to collect for 
credit institutions [30]. These are: purpose of the loan, when relevant 
to the type of product; employment; source of repayment capac-
ity; composition of a household and dependents; financial commit-
ments and expenses for their servicing; regular expenses; collateral 
(for secured lending); other risk mitigants, such as guarantees, when 
available (85.a — 85.h). A more extensive list of possible private cus-
tomer information that might be asked in different loan application 
scenarios is included in the Annex 2 of the same publication. The col-
lection of all the listed information point is not mandatory.

9  For instance, the Commerzbank don’t require these for credit lend-
ing up to 15.000 EUR (https://​www.​comme​rzbank.​de/​kredit-​finan​
zieru​ng/​produ​kte/​raten​kredi​te/​klein​kredit/).
10  On its website, the German credit rating agency Schufa lists the 
following applicant features as impact factors for credit score: number 
and dates of relocations; number of credit cards and opening date of 
the credit cards’ accounts; number and dates of online purchases on 
account; payment defaults; existing loans; number and opening dates 
of checking accounts; existing mortgage loans (https://​www.​schufa.​
de/​score​check​tools/​pt-​einfl​ussfa​ktoren.​html).
11  For instance, in the credit application form of the Deutsche Bank 
is stated that the interest rate depends on the credit rating of the credit 
check agency (https://​www.​deuts​che-​bank.​de/​opra4x/​public/​pfb/​priva​
tkred​it/#/​page-2-0).

https://www.mobilebanking.de/magazin/banken-ranking-die-groessten-banken-deutschlands.html
https://www.mobilebanking.de/magazin/banken-ranking-die-groessten-banken-deutschlands.html
https://www.mobilebanking.de/magazin/banken-ranking-die-groessten-banken-deutschlands.html
https://www.skpk.de/kredit/privatkredit.html
https://www.vr.de/privatkunden/unsere-produkte/kredite/privatkredit.html
https://www.vr.de/privatkunden/unsere-produkte/kredite/privatkredit.html
https://www.ing.de/kredit/ratenkredit/
https://www.ing.de/kredit/ratenkredit/
https://www.postbank.de/privatkunden/produkte/kredite/privatkredit-direkt.html
https://www.postbank.de/privatkunden/produkte/kredite/privatkredit-direkt.html
https://www.deutsche-bank.de/opra4x/public/pfb/privatkredit/#/page-2-0
https://www.deutsche-bank.de/opra4x/public/pfb/privatkredit/#/page-2-0
https://www.check24.de/
https://www.check24.de/
https://www.verivox.de/kredit/kleinkredit/
https://www.commerzbank.de/kredit-finanzierung/produkte/ratenkredite/kleinkredit/
https://www.commerzbank.de/kredit-finanzierung/produkte/ratenkredite/kleinkredit/
https://www.schufa.de/scorechecktools/pt-einflussfaktoren.html
https://www.schufa.de/scorechecktools/pt-einflussfaktoren.html
https://www.deutsche-bank.de/opra4x/public/pfb/privatkredit/#/page-2-0
https://www.deutsche-bank.de/opra4x/public/pfb/privatkredit/#/page-2-0
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safeguards are in place to provide confidentiality, integrity 
and availability of information and systems have in place” 
(53.e, see also 54.a and 55.a), take “measures to ensure the 
traceability, auditability, and robustness and resilience of 
the inputs and outputs” (54.b, see also 53.c), and have in 
place “internal policies and procedures ensuring that the 
quality of the model output is regularly assessed, using 
measures appropriate to the model’s use, including back-
testing the performance of the model” (54.c, see also 53.f 
and 55.b) [30]. In the white paper Big data and artificial 
intelligence, the German Federal Financial Supervisory 
Authority (BaFin) also recommends principles for the use 
of algorithms in decision-making processes. These include: 
preventing bias; ruling out types of differentiation that are 
prohibited by law; compliance with data protection require-
ments; ensuring accurate, robust and reproducible results; 
producing documentation to ensure clarity for both internal 
and external parties; using relevant data for calibration and 
validation purposes; putting the human in the loop; hav-
ing ongoing validation, overall evaluation and appropriate 
adjustments [5].

The present work follows on these recommendations and 
contributes to the regulatory discussion by highlighting use 
case-specific operationalizable requirements that address 
the issues emphasized by European financial institutions. 
We focus specifically on small volume credit for two main 
reasons. First, the pool of potential applicants is significantly 
larger than the one for higher volume credits such as mort-
gage lending. While high volume credits usually require the 
borrower to pledge one or more assets as a collateral and 
to be able to make a down payment to cover a portion of 
the total purchase price of an expensive good, these condi-
tions do not apply to small personal loans, making these also 
accessible for citizens without consistent savings or other 
assets. Since the overall personal wealth should not influence 
the decision outcome in small personal loans, this makes it 
a particularly interesting scenario to evaluate potential dis-
crimination of individual belonging to disadvantaged groups 
that are not eligible for higher volume credits, but could 
be granted a small personal loan. Second, the amount of 
applicant information processed for creditworthiness assess-
ment is significantly lower than in the case of higher volume 
credits, allowing a clearer analysis of the relevant parameters 
and their interplay.

3.2 � Preliminary ethical analysis

Regarding credit access, structural injustice severely afflicts 
women and demographic minorities. Although in contempo-
rary liberal democracies explicitly preventing credit access 
based on gender, race, disability or religion is illegal because 

it represents a violation of basic human rights,12 for struc-
tural reasons, many individuals belonging to disadvantaged 
groups still struggle to access credit. The gender pay gap is 
a concrete example: a woman working full-time in the same 
position as a male colleague might earn less [42], and be less 
creditworthy from the bank’s perspective.

Since ethics is supposed to influence shaping a fairer soci-
ety, the definition of minimal ethical requirements for a fair 
ML system in a specific application field should consider 
whether and how technologies can help prevent unfairness, 
and aim at assisting disadvantaged groups. Considering our 
fairness understanding as the absence of unjustified unequal 
treatment of individuals or groups, the first question leading 
to a definition of minimal ethical requirements is the follow-
ing: Are there individuals belonging to certain groups that 
are not granted loans although they share the same relevant 
parameters with other successful applicants belonging to 
other groups? This should not be mistaken with the claim 
that every group should have the same share of members 
being granted a loan (group parity), since it is not in the 
interest of the person applying for a loan to be granted one if 
they are unable to pay it back. This would also be unethical 
because it would further compromise the financial stability 
and creditworthiness of the person, causing legal trouble and 
moral harm. To answer this question, fairness metrics can be 
a useful tool to detect disparities among groups.

3.2.1 � Which metric(s) to choose?

The choice of one metric in particular is not value-neutral. 
Several factors should be considered when investigating fair-
ness metrics. Among others, there is an ethical multi-stake-
holder consideration to be performed [47]. Certain metrics 
can better accommodate the businesses’ needs and goals, 
while others will better safeguard the rights of those being 
ranked or scored by a software. For instance, while evaluat-
ing the accuracy of a credit scoring system among protected 
groups, financial institutes will be primarily interested in 
optimizing (to a minimal rate) the number of loans granted 
to people who will not repay the debt (false positive rate) 
for all groups. However, it is in the interest of solvent credit 
applicants to optimize to a minimal rate the number of credit 
applicants to whom credit is denied although they could have 
repaid the debt (false negative rate) for all groups. Therefore, 
if asked to choose a metric to evaluate fairness, the former 
could opt for a predictive equality fairness metric, measur-
ing the probability of a subject in the negative class to have 
a positive predictive value [96]. However, someone repre-
senting the latter could rather choose the equal opportunity 

12  See, e.g., the EU Charter of Fundamental Right, §21, non-discrim-
ination, and §23, equality between women and men.
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metric, the probability of a subject in a positive class to 
have a negative predictive value [96]. Therefore, the choice 
of a specific metric is not value-neutral since it could bet-
ter serve the interest of certain stakeholder groups. Among 
other things, the role of AI ethics and AI regulation should 
be to prevent a minority of advantaged stakeholders from 
receiving the majority of advantages at the expense of those 
who are less advantaged. In this specific use case, this goal 
should be reached by considering the equal treatment of all 
applicants as the actual chance of getting a loan when the 
financial requirements are met irrespectively of the appli-
cant’s demographic group.

In their paper, “Why fairness cannot be automated,” San-
dra Wachter, Brent Mittelstadt, and Chris Russel, highlight 
the “conditional demographic parity” as a standard baseline 
statistical measurement that aligns with the European Court 
of Justice “gold standard” for assessment of prima facie dis-
crimination. Wachter, Mittelstadt, and Russel argue that, if 
adopted as an evidential standard, conditional demographic 
parity will help answer two key questions concerning fair-
ness in automated systems:

1.	 Across the entire affected population, which protected 
groups could I compare to identify potential discrimina-
tion?

2.	 How do these protected groups compare to one another 
in terms of disparity of outcomes? [98]

Here we follow their general proposal and suggest to use 
this specific metric as an evaluation tool for the specific case 
of creditworthiness assessment for small personal loans. In 
Sect. 3.3., we show how this metric can be used to evaluate 
the algorithmic outcome in our application field.

3.2.2 � De‑biasing is not enough

A fairness metric alone is insufficient to address fairness 
issues. If it becomes clear that group inequality is moti-
vated by a structural reason, both the algorithmic outcome 
and the parameters and steps behind the decision process, 
this process requires questioning [45]. Different examples 
of checklists addressing procedural aspects of AI systems’ 
design, development and application can be found in recent 
reports, white papers, and standard proposals. The Assess-
ment List for Trustworthy AI (ALTAI) for self-assessment 
by the High Level Expert Group for Artificial Intelligence 
of the EU includes “mechanisms to inform users about the 
purpose, criteria and limitations of the decisions generated 
by the AI system,” “educational and awareness initiatives,” 
“a mechanism that allows for the flagging of issues related to 
bias discrimination or poor performance of the AI system,” 
and an assessment taking “the impact of the AI system on 
the potential end-users and/or subjects into account” [53]. 

The VDE SPEC 90012 (2022) “VCIO-based description 
of systems for AI trustworthiness characterization” recom-
mends to audit working and supply chain conditions, data 
processing procedures, ecological sustainability, adequacy 
of the systems outcome’s explanation to inform the affected 
persons [94]. NIST Special Publication “Towards a Standard 
for Identifying and Managing Bias in Artificial Intelligence” 
recommends considering “human factors, including soci-
etal and historic biases within individuals and organizations, 
participatory approaches such as human centered design, 
and human-in-the-loop practices” when addressing bias 
in AI [86]. Madaio et al. designed a check-list intended to 
guide the design of fair AI systems including “solicit input 
on definitions and potential fairness-related harms from dif-
ferent perspectives,” “undertake user testing with diverse 
stakeholders,” and “establish processes for deciding whether 
unanticipated uses or applications should be prohibited” 
among the to-dos [69].

In the credit lending scenario, certain applicants’ groups 
have been structurally disadvantaged in their history of 
access to credit and could still experience obstacles in suc-
cessfully participating in the application process. Conse-
quently, it should be ensured that only parameters which 
are relevant to assess the applicant’s ability to repay the 
loan are processed — e.g., bank statements or monthly 
income — and that parameters that may lead to direct or 
indirect discrimination and bias perpetuation — e.g., postal 
code, gender, or nationality — are excluded. On this point, 
we follow the privacy preserving principle of “data mini-
mization” as expressed in Art. 5.1.(c) and 25.1. GDPR. 
Assuming that there are different computing methods to 
optimize the algorithmic outcome in order to avoid unjusti-
fied unequal treatment of credit applicants, those methods 
processing less data should be preferred over those requiring 
a larger dataset containing more information on additional 
applicant’s attributes.

Moreover, to empower credit applicants from all groups, 
the decision process should be made explainable so that 
rejected applicants can understand why they were unsuc-
cessful. This would prevent applicants from facing black box 
decisions that cannot be contested, therefore diminishing the 
bargaining power unbalance between applicants and credit 
institutes. The decision process can be questioned through 
“counterfactual” explanations stating how the world would 
have to be different for a desirable outcome to occur [73, 97]. 
As remarked by Wachter et al., in certain cases, knowing 
what is “the smallest change to the world that can be made 
to obtain a desirable outcome,” is crucial for the discus-
sion of counterfactuals and can help understand the logic 
of certain decisions [97] (p. 845). In our specific case, to 
provide applicants with this knowledge, the decisive parame-
ters or parameter combination (e.g., insufficient income and/
or being unemployed) that led to credit denial should be 
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made transparent, and the counterfactual explanation should 
explain how these parameters should have differed in order 
for the credit application to be approved. This would provide 
the applicant the opportunity to contest the algorithmic deci-
sion, to provide supplementary information relevant to sup-
port their application or, eventually, to successfully reapply 
for a smaller loan.

This transparency requirement also relates to the issue 
concerning processing data that could result in direct or indi-
rect discrimination since credit scoring might be performed 
based on data belonging to credit check agencies which are 
not made available for private citizens.

3.3 � The “conditional demographic parity” metric

In order to conduct the statistical calculation concerning the 
potential existence of indirect discrimination, in the interdis-
ciplinary literature, the so-called “conditional demographic 
parity” metric has been proposed [98] (p. 54 ff.). This met-
ric mirrors a statistical approach, which can be applied to 
examine potential discrimination in the context of the Euro-
pean anti-discrimination laws [98]. This technique should 
not be confused with the second step, meaning the ques-
tion of justification of a particular disadvantage. Instead, 
it only concerns the first step, which deals with the ques-
tion whether a particular disadvantage within the meaning 
of the definition of indirect discrimination is present. From 
a computer science perspective, numerous approaches for 
measuring fairness have been presented which fit in the 
fundamental conceptions of “individual fairness” or “group 
fairness.” Individual fairness relates to the idea of comparing 
two persons, which can be classified as similar apart from 
the sensitive attribute; it is infringed if these two persons 
are not treated correspondingly [48] (p. 1175). However, 
group fairness statistically compares two groups of persons 
[48] (p. 1175). A case of direct discrimination constitutes a 
breach of individual fairness; a case of indirect discrimina-
tion contravenes group fairness [48] (p. 1175).

Group fairness metrics generally compare statistical 
quantities regarding defined groups in a dataset, e.g., the 
set of data samples with annual income over 50.000€ and 
the group with income less or equal to 50.000€. “Statistical 

parity” metrics [96] in addition to “demographic parity” 
[98], which are equivalent under certain circumstances,13 
constitute basic representatives of group fairness metrics 
that compare the (distribution of) outputs. These metrics 
are best applied to scenarios where there is a commonly 
preferred output from the perspective of the affected indi-
viduals (e.g., “credit granted” in case of credit scoring or 
“applicant accepted” in case of automated processing of job 
or university applications), and they compare how this out-
put is distributed. “Statistical parity” serves to compare the 
proportions to which different groups, defined by a sensitive/
protected attribute, are assigned a (preferred) output. Let us 
illustrate this on the example of credit scoring: Denote c = 1 
the prediction/outcome that a credit is granted (c = 0 if the 
credit is not granted), and S the sensitive attribute sex with 
S = m denoting a male applicant and S = f a female applicant 
(for now, we reduce this example to the binary case both for 
the output and the sensitive attribute). The “statistical par-
ity” metric (with respect to the groups of female and male 
applicants) is defined as the difference between the propor-
tion to which male applicants are granted a loan and the 
proportion to which female applicants are granted a loan. 
As a formula:

For instance, if 80% of male applicants and 60% of female 
applicants are granted a loan, the statistical (dis-)parity is 
|80%–60%|= 20%.

Other than contrasting the protected group (here mean-
ing the people falling under the sensitive feature in question 
and being examined in the specific case) with the non-pro-
tected group (what the “statistical parity” metric does), one 
could also consider solely the protected group and compare 
group proportions along preferred and non-preferred out-
puts. “Demographic parity” as described by [98] follows 
the latter approach. This metric compares to what propor-
tion the protected group is represented among those who 
received the preferred output and among those who received 
the non-preferred output. According to the description in 
[98], demographic disparity exists if a protected group is to 
a larger extent represented among those with non-preferred 
output than among those with preferred output.

Returning to our credit scoring example, “demographic 
parity” here measures the difference between the proportion 
of females within the group of persons whom a credit is 
granted, and the proportion of females within the group of 
persons whom a credit is not granted. As a formula, demo-
graphic disparity exists if

(1)

|applicants with c = 1 and S = m|
|applicants with S = m|

−
|applicants with c = 1 and S = f |

|applicants with S = f |

13  Remark: Under the assumption that both the output and the sensi-
tive attribute are binary, one can show that the concepts of “statistical 
parity” and “demographic parity” are equivalent, meaning that statis-
tical parity is satisfied if and only if equality in demographic parity 
holds (for a proof under the above assumptions, see annex 1 in [98]). 
However, each sensitive attribute can be simplified to the binary case 
by considering the protected group (e.g., “female applicants”) on the 
one hand and “all others” on the other (i.e., the male and all third 
genders are thrown together to form the second group). Although not 
comparing two specific groups anymore but the protected group with 
“all others,” for this simplification, “statistical parity” and “demo-
graphic parity” are equivalent though.
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For instance, if 36% of the applicants being granted a 
loan are female, but 51% of those not being granted a loan 
are female, demographic disparity exists with a discrepancy 
of |36%–51%|= 15%.

Both the “statistical parity” and “demographic parity” 
metrics provide a first indication of the “particular disad-
vantage” within the definition of indirect discrimination 
presented above. Moreover, they can be easily calculated 
independent of the (potentially biased) ground-truth data.

However, groups defined by only one sensitive attribute 
(e.g., sex) can be large. Thus, the metrics presented might 
be coarse and unable to capture potential disparity within 
a group. For example, within the group of females, single 
applicants from the countryside might have a far lower 
approval rate than the average female applicant, while mar-
ried applicants from the city might be granted credits almost 
as often as men.

Considerations such as the previous, which aim to under-
stand given statistical or demographic disparity more deeply 
(e.g., by finding correlated attributes to explain the exist-
ing bias), should be informed by statistical evidence. One 
approach to provide more granular information on poten-
tial biases is to include (a set of) additional attributes A, 
which do not necessarily need to be sensitive/protected. In 
particular, the statistical quantities which are subject to the 
metrics presented can be calculated on subgroups which 
are characterized by attributes A (additional to the sensitive 
attribute). This enables a comparison of (more homogene-
ous) subgroups. Following this approach, an extension of the 
demographic parity metric has been presented14:

“Conditional demographic parity” [98] is defined in the 
same way as “demographic parity” but restricted to a data 
subset characterized by attributes A. In other words, “condi-
tional demographic parity” is violated if, for a (set of) attrib-
utes A, the protected group is to a larger extent represented 
among those with non-preferred output and attributes A than 
among those with preferred output and attributes A.

Returning to the credit scoring example, let A = (“annual 
income” < 50.000€) the attribute characterizing a person 
as having an annual income lower than 50.000€. For this 

(2)

|applicants with c = 0 and S = f |
|applicants with c = 0|

>

|applicants with c = 1 and S = f |
|applicants with c = 1|

configuration of A, c, and S, “conditional demographic par-
ity” compares the proportion to which successful applicants 
satisfying A are female with the proportion to which unsuc-
cessful applicants satisfying A are female. As a formula:

Let us assume that female loan applicants have an income 
under 50.000€ statistically more often than non-female 
applicants. Using fictitious numbers, let 90%15 of the female 
applicants satisfy A but only 70% of the non-female appli-
cants. “Conditional demographic parity” can now help us 
better understand whether this gender pay gap provides an 
explanation why female applicants are being granted a loan 
less frequently, or whether there is additional discrimina-
tion not resulting from unequally distributed income. Using 
fictitious numbers again, let us assume that 60% of the 
applicants who are being granted a loan and satisfy A are 
female and 62% of the unsuccessful applicants satisfying 
A are female. Thus, analyzing small income only (where 
female applicants represent a higher percentage), female 
and non-female applicants are not treated significantly 
differently. Complementary, one could examine whether 
there is unequal treatment in the high-income group. Let 
B = (“annual income” >  = 50.000€). Following our exam-
ple, 30% of the non-female applicants fall in category B but 
only 10% of the female applicants. Let us now apply con-
ditional demographic parity with respect to “high-income.” 
Using fictitious numbers, let 27% of the applicants who are 
being granted a loan and satisfy B be female and 25% of 
the unsuccessful applicants satisfying B be female. Again, 
the representation of females in the high-income group is 
fairly equal among successful and unsuccessful applicants. 
Overall, analyzing the subsets of applicants with small 
income and high-income separately, female and non-female 
applicants seem to be treated equally among these groups. 
Thus, our fictitious numbers indicate that the bias in overall 
acceptance rates results from female applicants being to a 
larger extent represented in the small income group than 
non-female applicants.

Regarding the examination under the European non-dis-
crimination laws, the following remarks can be made with 
regard to the example above: In principle, trying to avoid the 

(3)

|applicants with c = 0, S = f and A|
|applicants with c = 0 and A|

>

|applicants with c = 1, S = f and A|
|applicants with c = 1 and A|

14  There is also an extension of the statistical parity metric called 
“conditional (non-)discrimination” [58], also referred to as “con-
ditional statistical parity” [96], which is defined in the same way as 
“statistical parity” but is supposed to be calculated on a subset of 
the data characterized by attributes A. Due to the fact that this paper 
focuses on conditional demographic parity, this metric is not sup-
posed to be further discussed in the following.

15  These numbers are inspired by Einkommen von Frauen und Män-
nern in Deutschland 2021 | Statista (https://​de.​stati​sta.​com/​stati​stik/​
daten/​studie/​290399/​umfra​ge/​umfra​ge-​in-​deuts​chland-​zum-​einko​
mmen-​von-​frauen-​und-​maenn​ern/). According to this source, in 2021 
in Germany, 91,1% of the women had a monthly net income between 
0 and 2.500€ while this holds for 72,1% of the men.

https://de.statista.com/statistik/daten/studie/290399/umfrage/umfrage-in-deutschland-zum-einkommen-von-frauen-und-maennern/
https://de.statista.com/statistik/daten/studie/290399/umfrage/umfrage-in-deutschland-zum-einkommen-von-frauen-und-maennern/
https://de.statista.com/statistik/daten/studie/290399/umfrage/umfrage-in-deutschland-zum-einkommen-von-frauen-und-maennern/
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non-repayment of a credit constitutes a legitimate aim of the 
banking institute [85] (p. 310). As to this, the financial capa-
bility of the applicant in question is decisive. In this respect, 
it is conceivable to consider the applicants’ income — mak-
ing it a suitable means to foster the legitimate aim. With 
this in mind one can see that when considering the criterion 
“income,” the percentage of women among the unsuccessful 
and the successful applicants is more or less equal within the 
two construed income-(sub-)groups (yearly salary over and 
under 50.000€). Considering only the attribute (sex), the 
result might be that the percentage of unsuccessful female 
applicants is higher than the percentage of successful female 
applicants (demographic disparity). Comparing the two 
results, it is possible to make the assumption that income 
was crucial for the decision whether a credit is granted or 
not. If one considers the orientation toward the income as 
an indicator for the financial capability to be necessary and 
appropriate, the particular disadvantage might be justified.

While generally achieving “conditional demographic 
parity” seems unlikely given the variety of choice for A, 
calculating the “conditional demographic parity” metric 
for different configurations of A can still provide valuable 
evidence to assist in detecting the relevant “particular disad-
vantage” (pertaining to the first step in determining an indi-
rect discrimination). Especially, being more fine-granular 
than the non-conditional metrics which measure bias only 
in the model’s overall results, their extensions can be used to 
explain bias by analyzing additional attributes which might 
provide further relevant information.

3.4 � Ethical minimal requirements

We claim that the following minimal requirements must be 
standardized to address discrimination and procedural fair-
ness issues concerning the application of ML systems in 
credit scoring for small personal loans:

(1)	 Regular check of the algorithmic outcome through a 
fairness metric. We follow Wachter, Mittelstadt, and 
Russel in suggesting that the conditional demographic 
parity fairness metric should be used to detect unfair 
outcome [98]. For our simple case study, the condition-
als will be income and employment status. If the bank 
requires an external credit rating, then other parameters 
that influence the rating such as past loan defaults or 
number of credit cards must also be considered. How-
ever, in our case, comprehensive information on living 

costs and total wealth and assets is not required. These 
can therefore not be considered as conditionals.

(2)	 Ensure the relevance of the chosen indicators. Param-
eters which are not directly relevant to assess the appli-
cant’s ability to repay the loan shall not be processed. 
These include attributes, such as postal code, nation-
ality, marital status, gender, disability, age (within 
the fixed age limits to apply for a loan), and race.16 
Some of these, such as gender, race, and disability, are 
characteristics protected by national and international 
anti-discrimination acts such as the European anti-dis-
crimination law or the German Equal Treatment Act 
(AGG). Others, even if not protected by anti-discrim-
ination laws, might facilitate the deduction of one or 
more protected attributes.

(3)	 Provide transparency for credit applicants and other 
actors involved. The following shall be made transpar-
ent for the applicants:

o	 Which data are processed (no personal data is pro-
cessed without informed consent of the applicant).

p	 Why an application is eventually rejected and what 
applicant features should be improved to obtain the 
loan. Therefore, the algorithmic decision must be 
counterfactually explainable, e.g., if the applicant 
had a higher income or if she/he was not unem-
ployed, she/he would have received the loan.

	   This does not mean disclosing the entire computing 
process—which might be protected by trade secrets—
but guaranteeing transparency regarding the criteria 
applicants need to fulfill.

4 � Standardizing minimal ethical 
requirements to evaluate fairness

Standardization can connect different perspectives of “fair-
ness” and can establish a universal understanding in the con-
text of AI. It can erase trade barriers and support interoper-
ability as well as foster the trust in a system or application. 
Within the realm of standardization, existing definitions for 
fairness are rather generic and currently not tailored for AI 
systems and applications; however, this may change soon 
with the development of new AI-dedicated standards.

Several documents are pushing in that direction:

•	 ISO/IEC TR 24028:2020, Information technol-
ogy — Artificial intelligence — Overview of trustworthi-
ness in artificial intelligence as it also lists fairness as an 
essential part for ensuring trustworthiness in AI [55].

•	 ISO/IEC TR 24027:2021, Information technol-
ogy — Artificial intelligence (AI) — Bias in AI systems 

16  For instance, considering the “German Credit Dataset” (https://​
archi​ve.​ics.​uci.​edu/​ml/​datas​ets/​Statl​og+%​28Ger​man+​Credit+​Data%​
29) used by Verma and Rubin (2018) for their fairness metrics’ analy-
sis, it is possible to flag the following parameters according to this 
requirement: personal status and sex (attribute 9); age in years (attrib-
ute 13); foreign worker (attribute 20).

https://archive.ics.uci.edu/ml/datasets/Statlog+%28German+Credit+Data%29
https://archive.ics.uci.edu/ml/datasets/Statlog+%28German+Credit+Data%29
https://archive.ics.uci.edu/ml/datasets/Statlog+%28German+Credit+Data%29
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and AI aided decision-making addresses bias in relation 
to AI systems [54].

•	 ISO/IEC TR 24368:2022, Information technol-
ogy — Artificial intelligence — Overview of ethical and 
societal concerns aims to provide an overview of AI ethi-
cal and societal concerns, as well as International Stand-
ards that address issues arising from those concerns [56].

In addition, there are many other AI-specific projects pub-
lished or under development within the ISO and the IEC 
on the topics of ML, AI system life cycle processes, func-
tional safety, quality evaluation guidelines, explainability, 
data life cycle frameworks, concepts and terminology, risk 
management, bias in AI systems, AI aided decision-making, 
robustness assessment of neural networks, an overview of 
ethical and societal concerns, process management frame-
work for big data analytics, and other topics. The focus of 
these projects is to develop a framework of requirements 
for the development and operation of safe, robust, reliable, 
explainable, and trustworthy AI systems and applications. 
Following the establishment of the general AI requirement 
framework, the focus may likely shift to more use case-
specific standardization topics like “fairness,” which is 
clearly needed in the standardization of AI, but cannot be 
generalized.

Based on our interdisciplinary analysis, the standardiza-
tion of “fairness” in the context of AI with the aim to allow 
an assessment requires multiple relevant measurable and 
quantifiable parameters and/or attributes building state of 
the art use case-specific fairness metrics such as the above 
discussed conditional parity metric. Such fairness metrics 
can be developed and standardized with an independent 
consensus driven platform open to expertise from all use 
case-related stakeholders, including views from the perspec-
tives of philosophy, industry, research, and legislation. This 
platform can be either a national standards body, ISO, IEC, 
or the European Standardization Organization (CEN); where 
the most appropriate option for this topic is the international 
joint committee between ISO and IEC, the ISO/IEC JTC 1/
SC 42 “Artificial intelligence”. To begin a standardization 
process for a use case-specific fairness metric, scope, out-
line, and justification of the proposed standardization project 
must be proposed to the respective standardization commit-
tee. To elevate the chances of approval, a first draft with the 
proposed fairness metric should also be included. The stand-
ardization process within national standards bodies, ISO, 
IEC, and CEN provides all participating members an equal 
right to vote, comment and work on a standardization pro-
ject. When working internationally or in the European field, 
this means that all interested registered experts can work 
on the project; however, during mandatory voting (project 
proposal, drafts and finalization) each participating country 
(represented by delegated experts) has one vote to facilitate 

a fair consensus process. The outcome of this process is a 
recognized standard, enabling mutual understanding based 
on agreed requirements, thus fostering trade and the new 
development of quality AI products and services—either 
nationally, in Europe, or internationally depending on the 
used standardization platform.

A standard can be used for a quality assessment in order 
to promote a product’s or service’s quality, trustworthiness, 
and user acceptability. In the assessment process of an AI 
system or application, the related standardized fairness met-
ric can be used to attest the system’s or application’s ability 
to execute fair decisions. Consequently, a fairness-related 
attestation based on corresponding standards (e.g., certifi-
cation) can increase the user acceptability and trustworthi-
ness of the AI system or application, which can result in 
increased sales figures.

5 � Conclusion

Evaluating the fairness of an AI system requires analyzing 
an algorithmic outcome and observing the consequences of 
the development and application of the system on individu-
als and society. Regarding the applied case of creditworthi-
ness assessment for small personal loans, we highlighted 
specific distributive and procedural fairness issues inherent 
either to the computing process or to the system’s use in a 
real-world scenario: (1) the unjustified unequal distribution 
of predictive outcome; (2) the perpetuation of existing bias 
and discrimination practices; (3) the lack of transparency 
concerning the processed data and of an explanation of the 
algorithmic outcome for credit applicants. We addressed 
these issues proposing ethical minimal requirements for this 
specific application field: (1) regularly checking algorithmic 
outcome through the conditional demographic parity metric; 
(2) excluding from the group of processed parameters those 
that could lead to discriminatory outcome; (3) guaranteeing 
transparency about the processed data, in addition to coun-
terfactual explainability of algorithmic decisions. Defin-
ing these minimal ethical requirements represents a start-
ing point toward standards specifically addressing fairness 
issues in AI systems for creditworthiness assessments. These 
requirements aim to prevent unfair algorithmic outcomes, as 
well as unfair practices related to the use of these systems.
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